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ABSTRACT

Data warehousing (DW) is increasingly being usedblsiness to store data for the
purpose of decision support (Inmon, 1996). A D\Wopulated with data from pre-
existing business systems and/or other externatesuThe data is transformed and
integrated to provide a more complete picture eflibsiness (Inmon, 1996; Kimball
and Ross, 2002). The assumption of the DW prosetbsi decision makers, when
presented with this richer source of information| e able to make more informed

decisions.

Although the purposes and goals of DW are widelyeustood and agreed upon there
is less consensus about the optimal approach. &¢ntthe debate is whether DW
requirements can be derived from the data itselflether, as with traditional
application development, a user driven requiremgpegification should be the basis

for development.

The literature in this area suggests that a DWgs®should reconcile user
requirements with the available data. If such ametiation is not performed there is
a risk of populating the DW with data that cannetimiterpreted by users and
therefore used for decision making (Artz, 2006)e Bim of the research is therefore:
to identify a technique that helps users reachetved of understanding necessary to

guide the creation and use of the DW for its inezhgdurpose of decision support.

The traditional method for communication with us@rsglata centric systems design is
graphical conceptual data modelling (GCDM). Sevatahors have proposed

methods to facilitate conceptual modelling for DWWe research evaluated these
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methods from two perspectives: firstly their alilib represent the semantic
requirements of a DW, secondly to see whether theefs could communicate the

semantic requirements in a way that could be eadiypreted by users.

The dual focus of semantic and cognitive propeid3W models differentiated this
research from previous work, which was predomigatehcerned with the semantic

richness of the model.

The survey revealed that whilst there is consemstige need to conceptually

partition data intdactsanddimensionsthere are a number of discrepancies between
the modelling techniques in the amount of suppfbered for temporal properties, the
impact of systems integration, and derived datarthermore, it was observed that
cognitive properties are often given little exgliconsideration. Many of the models
did not explain how their choice of layout, decomigion, and abstraction helped

emphasise the semantic properties of the DW andreehuser understanding.

These findings guided the proposal for a new DWeepiual modelling technique.
The technique should be capable of modelling tlreraon semantic requirements of
a DW. The model is presented using a template appravhich offers explicit

guidance on layout, decomposition and abstraction.
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1. INTRODUCTION

1.1 Problem Overview

Data warehousing (DW) is increasingly being usedbilsiness to store data for the
purpose of decision support (Inmon, 1996). A D\Wopulated with data from pre-
existing business systems and/or other externatesuData from these sources are
transformed and integrated to provide a more com@mieture of the business
(Inmon, 1996; Kimball and Ross, 2002). The ovengdassumption of the DW
process is that decision makers, when presentdéxdtiwg richer source of information,

will be able to make more informed decisions.

The assumption that business users will immediatetierstand and appreciate the
data contents of the DW is one that has been clggteby empirical studies.
Sampson et al. (2002) observed that the complexkityol, data model, and interface
to the DW were a barrier to user understandingnihat al. (2003) found that a DW
initiated by the IT department was later abanddresthuse users did not understand
the contents of the DW or how it would improve thagcision making. A case study
by Hess and Wells (2002) pointed to the centrabirtgnce of metadata, being data
that helped users understand the context of thed@t&. One analyst commented that
they spent between 20%-50% of their time tryingrack down such data. The study

found that lack of current and quality metadata aasrrier to effective analysis.

More recently Artz (2006) observed that data indive is of little value unless the
meaning of the data has been validated and agpedhy users of the system. Artz
argued that previous research on DW had been taséal on methods for populating

the DW, without regard for the usefulness of thasado the user.
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1.2  Aims of research

This study will consider the challenge of commutii@athe semantic content of the
DW to the user. Traditionally graphical conceptuadelling has been seen as the
most effective way of communicating technical datgbspecifications to non

technical users.

A number of conceptual models have already beepggexd for DW. Each model
emphasises different semantic characteristicseoDW. It is not clear whether any of
these models have the necessary expressivenesly t@present the DW contents to
users. Furthermore given the range of notationgaaghical constructs proposed,
there is clearly no consensus on what is the nifesttere means of representing the
DW semantics to users. This study will build ois gorevious work by considering

the following two questions:

What semantic information needs to be communidateders of a data warehouse?
The DW development process integrates data froerdgeneous sources and
requirements from heterogeneous user groupsnédsssary to understand and

reconcile both user requirements and available @sater and Strauch, 2004).

What is the most effective way of representingetsesantic requirements?

Larkin and Simon (1987) demonstrated that in adlitdo presenting all the
information, it is also necessary to consider thgnitive load that the representation
places on the user. Representations that havechmgtitive load will be difficult for

users to understand and reason with.
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Answering these questions should provide DW dew®pnd researchers with a
comprehensive set of semantic requirements for DWleting. The study should
also provide guidance to DW developers on how &1 iepresent the information

content to users.

1.3  Assumptions

Implicit in the overview have been three assumjstion

1. DW users need to understand the data modedyfdhe to make the most
effective use of the DW contents. What differemt$athe DW from the many

other systems that people are exposed to on aluksig?

2. A graphical representation will be the mostffe way to communicate the
DW semantic content to users. Previously reseaastidund that
diagrammatic representation offer a significanteadage over propositional

representations in certain circumstances (Larkch&imons, 1987).

3. A conceptual model offers advantages over iatit storage models. Studies
suggest that this is because the representatmossr to the problem domain

(Chan et al., 1998; Sinha and Vessey, 1999).

1.4  Contribution to knowledge

This research will contribute to the knowledge A i the following ways:

* Addiscussion of user understanding in the contektW development and use

» ldentification of the semantic requirements for\& Bnodelling approach
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A framework for evaluating DW modelling techniqtres gives explicit
consideration to usability
The formulation of a graphical modelling technidoecapturing the semantic

requirements of a DW

Objectives

Establish the case for user understanding oCitve data model as a key
component of the DW development lifecycle and use

Construct a framework of the general semantuirements of a DW
Evaluate the expressiveness of existing datelmegainst the semantic
framework

Establish the case for a graphical diagrammapproach to documenting
DW semantic content

Construct a framework of diagrammatic convergiapplicable to the area of
DW that can be used to evaluate the computatidifetteveness of existing
data models

Use diagrammatic framework to evaluate the cdatmnal efficiency of
existing data models in expressing semantic inftona

Propose extensions to model and possible avesidatire research
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2.0 LITERATURE REVIEW

2.1 User interaction with the data model
2.1.1 The data model and user interaction withdata warehouse
Inmon (1996) describes the DW as a subject-oriemegrated, non-volatile, and

time-variant collection of data in support of ma@awgnt decisions.

From the perspective of user understanding, theeRiats to support decision making
whereas the OLTP (online transaction processingfesy exists to support a business
process. When interacting with an OLTP system e generally has a set task to
perform. The system is built to support that tastt a user interface will have been
designed to guide the user through to successfapltaiion. A DW is built to aid
decision making, however the exact decisions tmbde and the analysis required to

make them cannot normally be specified in advaKaal§all and Ross, 2002).

Chenoweth et al. (2006) describes the need toeceepbwer user, one who
understands the business and the DW structureyeasfdhe seven key interventions
for success of the DW. Their field study found tbaé of the most successful uses of
the DW occurred when a user interacted directly wie underlying data to access a

wide variety of information.

Users will need to specify the data they requioenfthe DW if they are to perform ad
hoc exploratory analysis. In a study performed bgiCet al. (1998) they found that
errors in interpreting the data model propagatéa guery formulation. This suggests
that even if users employ a technical specialistrite the queries, the query

specification must be based on a correct view @iddita model.
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Artz (1997) argues that DW users are farther awamy fthe underlying table
structures. Firstly the process of extracting antelgrating data from various sources
may in itself complicate the semantics of the dadditionally, DW users have far

less control over of the semantics and business kflthe data than users of OLTP
systems. An Account Payable Manager may decidehifletds to use for data, what
days of the week to perform certain input etc, tnud shape the semantics of the data
in the system. This may be tacit knowledge to tbeotints Payable department but

remains unknown to the DW analyst.

2.1.2 The data model and requirements specificdtiothe data warehouse
Approaches to DW are often categorised as an Irtieyatfta-driven philosophy
(Inmon, 1996), or alternatively, a requirements«gini Kimballite approach (Kimball
and Ross, 2002). This oversimplifies the viewshefauthors however the debate has

impacted the direction of research in this field.

Inmon (1996), states that the DW starts with thep@Grate Data Model (CDM). The
CDM is an integrated model of the existing inforioatassets of the organization.
The DW is then developed incrementally from the Cbykadding an element of time
to the model and categorizing data elements by theiporal volatility. The premise
here is that the DW is developed from existing linfation systems. Inmon argues
that the data in these systems will be useful fialyssis once integrated, even if users

cannot necessarily perceive exactly how they vegd it in advance.
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Kimball (2002) rejects the idea that it is necegsarpre-integrate the organization’s
entire data model before DW development can bégmball believes that

requirements should be specified by the business @tong business process lines.

Central to both approaches is the need for comratioit between the users and the
DW developers. Inmon concedes that although naeglliirements can be predicted
by users, “on the other hand, anticipating requiets is still important. Reality lies
somewhere in between.” Kimball for his part stdted a dual pronged approach is
required, where the needs of the business are takba context of the realities of the

data.

The commonality here is that during the processetheust be reconciliation between
data and requirements. In Winter and Strauch (20@2authors propose performing

this reconciliation at an aggregate level befonesatering detailed requirements.

From a theoretical standpoint Artz (2006) highlgytite inherent danger of a DW
methodology that does not rely on users expresslgrstanding and validating the
semantics of the data. Artz argues that if the ohathe DW has not been specified by
user requirements then:
“The strongest validity claim that can be madehiattany information derived from
this data is true about the data set, but its catine to the organization is

tenuous”.

This discussion suggests that user understandiognnmunication between user and
developer is essential if the DW contents are t@hmeaning. To form a correct

semantic representation of the information asdettseoorganization, either partially,



18

using a Kimball approach, or completely, by spenigya CDM, business users and

developers must unambiguously agree on the daftetste and semantics.

2.1.3 The data model as a medium for communicatiaiata requirements and
semantics

Sampson and Atkins (2002) refer to the correlabietween user understanding and
the actual data as the semantic integrity of the Diéy suggested that exposing the
user to a formal data model such as the entityiogiship model (ER) may be
problematic and instead propose the use of strettsentences (Atkins and Patrick,

1998).

A propositional sentence based approach was npbsiga by an empirical study that
tested human understanding of functional dependsngirtz (1997) found natural

English too awkward to express all but the mosiais/data relationships.

Kim (1995) and Parsons (2003) provide direct supfooruse of data models with
non technical users. Both studies found that usere quick to pick up the modelling

notation and validate data models to a high degf@ecuracy.

In conclusion, reconciliation between requiremend data is essential regardless of
whether a data-driven or requirements-driven apgraschosen. To ensure the
semantic integrity of the DW the data content ninestinambiguously validated by
the business users. Unambiguous validation camdi#gmatic using informal
methods like natural language or interviewing. Bmopl research has found that
users can accurately validate a data model givesoreble training on the model’s

constructs.
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2.2 Prerequisites of diagrammatic representation ashreasoning

Since the ER model was first proposed (Chen, 1@&yrammatic representation has
increased in popularity in the software commurtitpwever those in the research
field of cognitive science have been circumspeouakheir use. The title of Larkin
and Simon’s much cited paper (Larkin and Simon,7)@®ntains the caveat that
diagrams are ‘sometimes’ more effective. This ssggee should consider when and

under what circumstances a graphical representatibbe more effective.

What are the prerequisites for successful intevaaiiith a given representation? In
addition, what are the properties of graphical@spntations that potentially make

them a more effective communication tool in the BWironment?

2.2.1 Productions

Larkin and Simon (1987) make the point that anyeasentation will be of little value
to the viewer if they lack the necessary produditminterpret it. By the term
productiongthe authors refer to the set of rules that goveendomain and the

specific representation.

The need for relevant productions is demonstraye@heng et al. (2001). In their
paper they present a weather map. To a trainedonodbgist the map can be used to
make inferences about future weather patterns. s other users the picture can be
seen to represent the country of Australia, btk lather information could be

gleaned.

From this we can conclude that diagrams requireisiee to learn the rules necessary

to interpret them. This learning should be suppbat® part of the modelling process.
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It is also important to consider the time takegam the necessary productions. If the

effort required is too great then the user is whiko learn them.

2.2.2 Correlation between representation and probtomain

Larkin and Simon (1987) differentiate diagrams frother forms of representation on
the basis that they can preserve the topologichbaometric relationships among the
components. Their pulley diagram supported thelprolsolving exercise by its
representation of the component parts. A diagramalsitherefore preserve some

attributes of the problem explicitly in its repratsion.

2.2.3 Problem complexity

Carlson et al. (2003), state that learning imposestypes ofcognitive load

Cognitive load is the mental effort required foe #xercise and can berinsic or
extraneouslintrinsic load is that imposed by the complexityttee problem domain.
Extraneous load is that imposed by how the infoionas presented. Their empirical
studies found that diagrammatic representations wely more effective in instances
where intrinsic cognitive load was high. The infeze drawn from this study is that

diagrammatic representations do offer advantagesmwarning complex domains.

This discussion has highlighted three high-levelstaints on the use of
diagrammatic representation. These are:

- Users must be taught how to use a diagram eftdyti

- The representation should directly reflect s@asgect of the problem domain;

- Diagrams only offer significant advantage in mbdg non-trivial problems.
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2.3 Diagrammatic properties for representation andeasoning

2.3.1 Abstraction

Degani (2004) used the London Underground map nwodstrate the power of
abstraction by contrasting the current London Ugademd map layout, with the
original version that users found confusing. Thedaversion ignores most of the
geographical information presented in the origarad instead concentrates on the
relationships between stations. By abstractingoaiyt those details relevant to the
user task of navigating the underground netwosk ntlap became much more

effective (Degani, 2004).

An empirical study conducted by Moody (2002) supgdthe use of representing
complex data models at different levels of absimactThe study found that the
Levelled Data Model (LDM) performed significantletber in terms of the users’
ability to verify the data model. The LDM multi-leNed approached reduced the

complexity of the user view.

2.3.2 Decomposition

Decomposition is the division of knowledge into miegful units (Hahn and Kim,
1999). Diagrams can exploit this by representirchamit as a different graphical
component. In doing so, the representation allcatanal grouping of objects. Hahn
and Kim’s experiment showed that diagrams withaie decomposition supported
analysis of the problem domain. This resulted inig@ants making fewer errors in

their interpretation of the models.
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2.3.3 Layout

Hahn and Kim (1999) observed that explicit layoatwentions had a positive effect
on users’ ability to represent a design using amgsyntax. However, the problem of
determining the optimal layout for interpretatidnacdiagram has proved difficult.
Kulpa (1994) observes that generally, no computatly tractable algorithm exists
for finding the optimal layout of complex diagranke states that a heuristic,

knowledge based approach is a necessity.

More recently, research by Purchase et al. (2@@eld at the impact of various
graph layout algorithms on user preference andsyistperformance. The study
highlighted that different layout aesthetics ateimutually exclusive. Therefore, it

is important to establish which is most approprfatea given diagram.

It is clear that there is not a one-size-fits-alusion to spatial layout. Specific
instances of good layout as seen in Larkin and 8i(887), and Degani (2004)
demonstrate that it has a significant impact orctiraputational efficiency and

perceived usability of the representation where ag@propriately.

2.4  Conceptual data modelling

The bases for focusing on conceptual modelling are:

- A body of empirical evidence in this area suggéisat conceptual models are
more effective in conveying semantics of a dataehtthn alternative
approaches (Chan et al., 1998, 2003; Liao and&&@00; Sinha and Vessey

1999)
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Conceptual models are capable of supporting ridbenain semantics than
alternative approaches (Siau et al., 1992)

DW methodologies use both relational (Inmon, )98t multidimensional
(Kimball and Ross, 2002) logical models as thedtsi DW design.
Conceptual models can map to either or both oketivesws for different user

groups (Chen et al., 1997).
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3. DATA WAREHOUSE MODELLING SEMANTIC REQUIREMENTS

In Chapter 2, we considered why DW use requiredreambiguous and rich
representation of its semantic properties. Elmasti Navathe (2004) use the term
Knowledge Representation [KR] to describe thedgericchematic representations
whilst acknowledging this approach has a lot in swn with conceptual modelling.
Hess and Wells (2002) found that the lack of highliy rich metadata was an
impediment to effective use of the DW. Gemino anaind/(2005) demonstrate that
increased complexity may not be so detrimentabgmdion if it leads to increased
conceptual clarity. Given the support and directiothe research community for
richer semantic modelling and representation, é&meastic requirements identified

below may go beyond those represented in traditimoraceptual models.

Much of the previous literature on DW conceptuabieibng has focused exclusively
on the requirements of the multidimensional (MDiadlaase model. DW semantic

requirements should include, but not be limitedhtiose found in MD modelling.

As a means of finding a high level classificatichesme for DW semantic
requirements it is helpful to consider Inmon’s wWydaccepted description of a DW

(Inmon, 1996):

“A data warehouse is aubject-orientedintegrated time-variantand non-volatile
collection of data irsupport of management's decisionaking process” (emphasis

added)
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3.1  The data warehouse is subject-oriented
Research related to MD modelling is helpful aeit@mposes a subject area into

concepts that can be mapped to modelling constructs

The following classification of modelling constrads intended as an overview of
MD semantic requirements and summarises concegtastied in the following
references: Golfarelli et al., (1998); Sapia et(@98); Franconi and Kamble
(2004b); Husemann et al. (2000); Abello et al. 029 Malinowski and Zimanyi,

(2004).

3.1.1 Facts
A subject has a focus of analysis. In MD modellinig is represented by a set of
facts Each factepresents measurements of an event related sukfjyect area. The

exact terms of measurement are containddanattributes

3.1.2 Dimensions
Dimensionsare an abstract concept that provide contextiefacts. They provide

different analysis perspectives for the fact-atti@s.

3.1.3 Levels
Each level of a dimension represents a componehtalimension analogous to an
entity. A level has attributes that a form criterifor analysing the associated fact-

attributes.
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3.1.4 Relationships

Relationships link the other constructs in the nhadelationship types include
aggregation, association, generalization, and meshige Depending on the
relationship type, the model should be capablepfessing the properties of:

multiplicity, inclusion, strictness, completeneasd disjoint or overlap.

3.1.5 Hierarchies

Related levels in a dimension folerarchies Hierarchies are useful in DW because
they describe frequently occurring organizatiotehyporal and geospatial structures
in a way that is natural to analysts. Malinowski &imanyi (2004) provide a useful

categorisation and analysis of hierarchies.

3.1.6 Fact-attribute constraints
Abello et al. (2002) demonstrate the need to spéd additivity of fact attributes as
they apply to dimensions. Specifically it may netvalid to analyse facts across all

dimensions using certain operators.

In summary, MD modelling helps the analyst thinkattthe DW in a subject-
oriented manner by:

» Differentiating the focus from the context of argsdy

* Accurately representing real world relationshipsieen data

» Explicitly representing constraints on analysi®tigh the definition of valid

hierarchies and operations on fact-attributes.



27

3.2  The data warehouse is integrated

The DW does not generate its own data, but captatsfrom other systems. System
integration potentially complicates the semanticthe data. The modelling technique
should support understanding of the data integratitd any limitations or constraints

on this integration.

Srivastava and Chen (1999) comment that data mtiegrbrings complexities to
constraint definition due to constraint mismatchesveen source systems. They
argue the strictness of constraints often sigreatality of the data. In the OLTP
environment constraints help maintain the integoityhe data. In the DW
environment constraints help us understand the Gatastraints come in several

forms:

3.2.1 Granularity

Defining and declaring the granularity of the data vital step in DW design
(Kimball and Ross, 2002; Inmon, 1996). A commorirgis necessary for data
integration to proceed. In addition, the analyls& tan occur is constrained by the

level of granularity set in the DW.

3.2.2 Data constraints
Operations on data and inferences about data astramed by the domain and data
type of each item in the DW. Declaring these proesishould benefit analysis by

restricting the possible inferences.
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3.2.3 Application software constraints
Applications often contain many constraints in $b&ware layer, not the data layer.
If application constraints are explicitly modelldds will help analysts who may not

have a good knowledge of the source application.

3.2.4 Business rules

Badia (2004) demonstrates that traditional ER niodgfails to capture many
business rule constraints. Business rules diffenfapplication constraints in that
they are often: company specific, not directly ecdal by the application or the data
model, and exist as tacit knowledge to operati@isgnnel. In the DW environment,
there is a need to communicate these constraiat$toader range of users. Khan et
al. (2004) propose a technique to incorporate thasaess rules into the data model.

They argue that this should facilitate communicabetween stakeholders.

3.2.5 Vagueness and uncertainty

Experience has shown data integration to followléweof diminishing returns
(Srivastava and Chen, 1999). There may remain @auof anomalous entries even
when the vast majority of data is integrated. Raterelated constraints are often too
strict or too permissive. Work on relaxing consitsiusing fuzzy logic offers a
solution. This allows meaningful constraint defimit on the integrated data without
the risk of constraint violation by a minority obisy data (Galindo et al., 2004).
Removing noisy data is only a reasonable altereatithe data is actually incorrect.
Constraints must have the flexibility to handleegbe of uncertainty in an

environment that integrates data from heterogensouses.
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If the same information exists in two or more seusgstems a decision must be made
about which source will supply the DW. Osei-Brysomd Ngenyama (2004) raised

the issue of théaceof the attributes. For example, school gradesbearecorded as
A-F or as a number 1-100. The mapping between tlaess is not necessarily
obvious and there are potentially differences ecjmion (Badia, 2004). Osei-Bryson
and Ngenyama (2004) argue that multi-faced attbshould be supported where

there are heterogeneous user groups.

3.3  The data warehouse is time-variant
Everything recorded in the DW should be associaii#itlan element of time (Inmon,
1996). Therefore, a DW model should be capablpifessing a rich array of

temporal properties.

3.3.1 Temporal data strategies
Bruckner et al. (2001) identifies four differentadegies that may be used for
capturing data over time:
* Transient data does not capture a history of dlbersand deletions, only the
current state is available
» Periodic data captures each change as a new raadrstores a history of
these changes permanently
* Semi-periodic data occurs where a limited histdrglterations and deletions
are stored

* Snapshot data represents a stable view of dataeatain point in time
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3.3.2 Time context types
Bruckner et al. (2001) classify three timestamjag thay be of interest to the DW
user:
» Real world event (Valid time in Gregersen and Jer{$699))
* Revelation (transaction) time is the point at whicé data relating to the event
was captured in electronic form
* Load time is the point at which the data relatoghte event was loaded into

the DW

3.3.3 Sampling period

It may be necessary to know when sampling of datheé DW commenced and
finished. A DW integrates data from a number ofadént systems and these may not
all have been available for the entire life of b\. The conceptual model should be

able to incorporate information about the evolutbthe DW (Abello et al., 2002).

3.3.4 Update frequency/sampling rate
The model should show the update frequency andfapbng rate of the data in the
DW. A time lag between a real world event occuriamgl it being available in the

DW may have an impact on the validity of any cosmuas reached using the DW.

Different source systems will introduce differeegdees of time lag and sampling
rates by the ETL procedures. Ravat et al. (199®)dunce the concept on an
environmento define temporal constraints and behaviour ealeset of the DW

model.
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3.3.5 Temporal precision

Different levels of temporal precision may existhin a DW. Ravat el al (1999) use
the TEMPOS model to partition the DW into multipgeels of granularity thus
supporting different levels of precision.

3.4  The data warehouse supports management decisson

The ability to support management decisions igmaself a semantic requirement.
Instead, it is an indication of the level of sen@stipport required in describing the
properties of the DW. Decision-making requires ladnderstanding of the strengths

and limitations of the data at hand.

3.5 Data warehouse semantic framework
Table 1 Data warehouse modelling semantic requirenmés
RE Concept /
warehouse | Sub Category R Pt Citations * Comment
easoning
category
Fact Separation of Abello et al.
context from content | (2002)
. . Separation of Abello et al.
Dimension context from content | (2002)
Ragged hierarchies
Levels Hierarchical analysis Abello et al. cannot strictly define
(2002) levels
- Tryfona et al.
Association (1999)
Generalisation Tryfona et al.
) . (1999)
Subiect Relationships Tryfona et al
ubject- Aggregation '
oriented 9greg (1999)
. Tryfona et al.
Membership (1999)
) Malinowski and
Strictness Zimanyi (2004)
Symmetr Malinowski and
. . y y Zimanyi (2004)
Hierarchies - .
Simole/Multiple Malinowski and
P P Zimanyi (2004)
Malinowski and
Parallel/Independent Zimanyi (2004)
Attribute Constraints | Fact-attributes Abello et al. Addl'[lVI'Fy/InCll:ISIOH
(2002) along dimensions
Integrated . Inmon (1996);
Granularity Kimball (2002)
Constraints Data/do_maln
constraints
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Data

warehouse | Sub Category goncepF/ Citations * Comment
category easoning
Application
constraints
Khan et al.
Business rules (2004); Badia
(2004)
. Galindo et al.
Fuzzy constraints (2004)
Ambiguity/uncertainty Osei-Bryson
Multi face attributes | and Ngenyama
(2004)
Valid Time (Bzrgg'l‘;‘er etal.
Time classification Transaction Time gggll()n eretal.
DW Load Time (Bzrgg'l‘;‘er etal.
Explicitly documents
Time lag possible data
inconsistencies
Ti Over what period
ime- . was the data Abello et al.
variant Sample period updated from source | (2002)
systems
How regularly data
Sample frequency is updated from
source systems
. Grain of time Ravat el al
Precision attribute (1999)
Make explicit
Volatility Stability analysis Inmon (1996) difference between

sample frequency
and validity
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4, DATA WAREHOUSE MODELLING COGNITIVE PRINCIPLES

Gemino and Wand (2003) hypothesise that decreassddllity may be the trade-off of
a richer semantic model. The number of semantipgate@s identified in Chapter 3
indicates that this could be an issue for DW mauaiglIHowever, failure to fully
represent the DW semantics could lead to the datagbmisinterpreted by analysts,
with a possible negative impact on the decisionintagrocess. The ideal is a

semantically rich model that remains usable forcivesumer.

Chapter 2 identified abstraction, decomposition lagdut as key to the cognitive
efficacy of diagrammatic representation. This sgcéxpands on these general
concepts by considering how they might apply to BMtelling. We also look at the

idea of giving explicit opportunities for interaogy with the model.

4.1  Abstraction for data warehouse modelling

Examples of abstraction are present in DW desigimnoa®logies and conceptual
modelling. Winter and Strauch’s (2004) method idelsithe creation of an aggregate
information map as a first step to data analydie problem domain is then modelled
at increasing levels of detail. Sen and Sinha (20BServe a commonality of DW
methodologies is the creation of a high level (sabpriented) conceptual model

before detailed data modelling.

Chen et al. (1997) argue that failures attributedanceptual modelling are generally
caused by not adopting a top down approach. Theglede that conceptual
modelling should work like a multi-level map. Moo997) proposes a multi

levelled data model as a means of handling conylexujan-Mora (2003) and
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Abello et al. (2002) provide examples of DW modékst explicitly support different

levels of detail and abstraction.

The discussion highlights the relationship betwalesiraction and cognition. By
representing a problem at different levels of degdostraction helps control
complexity. Empirical research into quality metrios DW conceptual modelling
found a correlation between increasing complexs/reasured in number of
elements) and decreasing cognition (Serrano €@04). A DW is a complex entity
with many semantic properties. Communicating abkthproperties in a single
representation would exceed the capacity of masiams to absorb the information.
For this reason, a DW modelling technique shouidehhe ability to represent the

problem domain at different levels of detail.

It may be appropriate to extend the metaphor ¢fegesdirectory used by Chen et al.
(1997) and Moody (1997), to an atlas. An atlasamby represents information at
different levels of detail — world, continent, cdynfor example — but also from
different perspectives — temperature, topology @&gani (2004) observed that when
geographic detail was removed from the undergronad, commuters preferred the
representation. Parsons (2003) found that userddbe given different views (local
or global) depending upon the presence of conflietsveen source schemas. These
examples demonstrate how abstraction has a rgieesenting both different levels of

detail and different perspectives.
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4.2 Decomposition for data warehouse modelling
Hahn and Kim (1999) demonstrated that good decoitipos- the mapping of
concepts to graphical constructs — supported @feeanalysis of diagrammatic

representations.

Burton-Jones and Weber (1999) urge care in the mgmb concepts to constructs. In
their empirical study on the use of ER diagramsy ttound the problem-solving
performance of users deteriorated in diagrams wiedagionships had attributes. The
authors concluded that allowing relationships &uage attributes reduced ontological
clarity of the construct because the relationstapted to exhibit properties of an
entity. A strict one-to-one mapping of conceptsaastructs should exist to prevent

confusion.

Gemino and Wand (2005) found that decompositioendities with optional
properties into separate entities with mandatonstraints resulted in better user

understanding.

Whilst decomposition with a one-to-one mapping sufspreasoning and
discrimination of concepts, the caveat to thiha& too many different constructs may
cause cognitive overload for the user. Koning e(24102) recommend a maximum of
6 different constructs per diagram. This limitatr@mforces the role of abstraction in

supporting complex modelling.

4.3  Layout for data warehouse modelling
Layout that directly represents the problem donpagmotes inference and reasoning

(Larkin and Simons, 1987). However, Kulpa (1994)tmas that themergent
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propertiesresulting from layout manipulation can be a mixégsbing. Kulpa
demonstrates that sometimes the inferences sugdg®ste particular layout may in

fact be erroneous.

The layout of the data model should allow a moreddirepresentation of the problem
domain without leading the user to make incorrefgrences. Koning et al. (2002)
give a number of guidelines that could help minarssich problems. They
recommend that objects of the same type shoulbdédesame size within individual
diagrams and sets of related diagrams. This awodadsrect inferences about the
importance or relevance of same-type objects. Véipect to object layout, the
guidelines recommend object placement on horizamdlvertical lines. A non-

uniform layout may lead to unwanted inferences.

Layout of text in relation to graphical elementa adso influence cognitive load.
Sweller et al. (1990) found a detrimental impacperformance of instructional
materials where explanatory text and diagrams weaely integrated. The authors
reasoned that the lack of integration placed a bagnitive load on users. Switching

focus between text and diagram in different locetivas the likely cause of this load.

Automatic layout algorithms have been the subjéet mumber of recent research
papers (Purchase et al., 2002; Gutwenger et &3)2These algorithms focus on the
optimal placement of objects relative to one anodmel the organisation of
connectors that represent the relationships betwebjgcts. Purchase el al. (2002)
conducted an empirical study that concluded miratios of bends and crossed edges

were important aesthetics for users.
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Koning et al. (2002) cautions that automatic laymaty distort the natural hierarchical
relationships in the model. It is therefore impaott evaluate whether a given
algorithm supports the properties of the domain. Ddtels should emphasise the

semantic properties discussed in Chapter 3. Tinesadie:

Subject-oriented nature of the DW

Hierarchical data relationships

Differentiation of conceptual constructs

Clarity of relationships

4.4 Interaction and reasoning with data warehouse odels

Scaife and Rogers (1987) comment that opporturfitieexternal manipulation of the
model aid the formulation of productions. Koningaet(2002) concur with this view.
In their synthesis of diagrammatic properties, tresommend that users be

encouraged to look at the diagram and asked thqarghioking questions about it.

Atkins and Patrick (1998) claim that their NaLERHeique may also assist users
interacting with a data model. The technique erages the use of structured

sentences to promote understanding of the datalmode

Parson (2003) evaluated another technique to peneasoning with data models.
This study considered data model integration andddhat local schema verification
was superior where conflicts existed between modielsontrast, global schemas
were superior when the models contained complinngmérmation. Koning's
guidelines (Koning et al., 2002) recommend usergiten the opportunity to
compare old and new versions as an aid to visaabrgng. These techniques should

assist in the understanding of an integrated DVérseh
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Gutwenger el al. (2003) demonstrated that coloufccassist in reasoning with
diagrams. The authors proposed an automatic geggolut algorithm with colour used

to differentiate class and inheritance hierarchfeming et al. (2002) provide further

guidelines on the use of colour recommending difieshades of non-saturated

colour; this supports black-and-white printing,aoi blindness, and avoids

distracting the user by over emphasising a patranibject.

4.5 Data warehouse cognitive principles
Table 2 Data warehouse modelling cognitive requireents
DELEl wElEE LSS Sub Category Concep't / Citations * Comment
category Reasoning
Avoid additional
. . Burton-Jones and | cognitive overload by
1:1 mapping Weber not requiring
additional reasoning
Decomposition | Remove optional Gemino and Wand
properties (2005)
Avoid incorrect
Legac Gregersen and inference and
gacy Jenson (1999)
support metaphor
To avoid overloading
Different levels of Chen et al. (1997) | user with number of
detail and Moody (1997) | elements and/or
Analysis / ) different constructs
Inference Abstraction Different Parsons (2003); To emphasis
perspectives Degani (2004) different properties
Limiting constructs | Koning et al. Fraé:tlcal g_w_delme
to less than 6 (2002) or determining
abstraction levels
Larkin and Simon Enhance direct
(1987) representation
Kulpa (1994), Avoid incorrect
Emerggnt Koning (2002) inference
Layout properties
Gutwenger et al. .
(2003) and Koning ﬁ:icé?:rli';ﬁg';layout of
et al. (2002)
g(;ozzfgen d Aesthetically
Analysis / ges’bend Purchase et al. pleasing to
minimisation in
Inference lationshi (2002) users/encourages
Layout relationship use
representation
Text and picture Sweller et al. Reducc_es_ cognitive
integration (1990) load minimising
9 context switch
Interaction /
Reasoning Explicit support for | Koning et al. Encourages user to
direct manipulation | (2002); Golfarelli interact and

et al. (1998)

reasoning with the
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Data warehouse
category

Sub Category

Concept /
Reasoning

Citations *

Comment

diagram

Explanatory text

Atkins and Patrick
(1998)

NaLER technique -
structured sentences
help clarify meaning
to user and avoid
misinterpretation

Local schema

Parsons (2003)

Allows users to
contrast and

verification compare
Gutwenger et al. Aids differentiation of
Colour (2003) and Koning | hierarchies and

et al. (2002)

same type constructs
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5. RESEARCH METHOD

5.1 Research methodology
The primary research will be a survey of existing data modelling techniques. The
survey is a common approach used in the field tf deodelling to analyse how

current models compare to a proposed framework.

In Gregersen and Jensen (1999), the authors us@dey methodology to compare
and contrast temporal extensions to the ER modeidtism. They expounded the
following benefits and outcomes of this approach:

* Obtain a comprehensive list of properties

» Characterise models according to those properties

» Consolidate ideas to facilitate ease of accesfutare research

» Allow a comparison using consistent terminology

Gemino et al. (2003) provide explicit direction @valuating modelling techniques.
They argue that empirical observation alone isffigeant to contrast the attributes of
different modelling techniques. The method theyppse encompasses three stages:

» Establish a benchmark based on an existing ontology

» Use the benchmark to find clear differences betvikeralternative models

« Study the implications of these differences by gatieg predictions on

performance of the various grammars

This approach is recommended for evaluating theessjveness of different models.

However, the authors note that the cognitive prigeepf the grammar should be
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tested empirically. In addition they hypothesisat ihcreased expressiveness may

lead to greater complexity with possible reduciiooognitive performance.

These previous studies lend support to the propesttodology for this study. The
commonality between them is the requirement tdoéistaa set of criteria and
evaluate the models based on these criteria. Tindy svill follow a similar pattern to
that recommended by Gemino et al. (2003). A benckmvdl be established and used
to compare the expressiveness of the existingrdatielling techniques. In my study,
literature on DW and data modelling will be usedrteate the benchmark. Blair et al.
(1995) lends support for this approach to framevaogation. Here the authors
analysed existing techniques presented in litegafliney then used these ideas to

formulate a conceptually complete representatiaregflirements.

This study will also assess the usability of theést models. Usability correlates
highly to predicted computational efficiency of tm@delling representations.
Gemino et al. (2003) argued this can only be peréat with an empirical study. It is
my contention that heuristics for diagrammatic espntation can be derived from
analysis of previous empirical studies on the sttbjehe literature review will

therefore include an analysis of this body of krexige.

Gregersen and Jensen (1999) provide direction tvitaes for surveying modelling
techniques. Their survey first established a probd®main scenario. The scenario
encompassed the temporal properties they wishednpare and was used to

construct a diagrammatic representation for eadimigue. This approach allowed

both authors and readers to make direct comparisoihe surveyed models.
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My study will mirror this approach. Once | haveadsished a complete set of
semantic properties, it will be possible to cremtiitable domain scenario. Using the
notation prescribed by each of the modelling tegias in the survey, a set of data
models will be constructed for the problem domaimese data models will then form

the basis for a comparison of semantic and reprasenal properties.

Finally, the survey results can be used to propasensions or modifications to
existing approaches that should further enhancewsterstanding of the semantic

content of the DW.
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Conceptual data models in the survey

Table 3 Conceptual data models in survey

43

Year Loste] Full Name Primary Reference S elftl
Name References
Dimensional Fact . Golfarelli and
1998 DFM Model Golfarelli et al. (1998) Rizzi (1999)
Multi dimensional
1998 ME/R entity relationship Sapia et al. (1998)
model
1999 starER starER Tryfona et al., 1999
Franconi and
1999 cowpm | Datawarehouse Franconi and Kamble (2004a) | <@mble (2004b);
conceptual data model Franconi, and
Sattler, (1999)
2000 Husemann | Husemann Husemann et al. (2000)
Object Oriented multi #Lrjﬂjalﬂo'\?gg%%nd
2001 GOLD dimensional data Trujillo et al. (2001) Lujc'J:m—Mora ’
model (2005);
Yet another Abello et al
2002 YAM? Multidimensional Data | Abello et al. (2002) "
2006
Model
- . . . . . Malinowski and
2004 MultiDImER | MultiDimER Malinowski and Zimanyi (2004) Zimanyi (2006)
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6. RESEARCH RESULTS

6.1  Survey method

The literature review identified eight graphicahceptual models. Between them they
represented a broad array of modelling styles.oMdtiin the earlier models were first
proposed almost a decade ago, graphical concaptdglling for DW is still an area
of active research with recent publications by Kalski and Zimanyi (2006),
together with updated and refined versions of nesly proposed models (Abello et

al., 2006).

I conducted the survey in three stages. The fisgfesconsidered each of the models
and their properties. | then combined the synthefsiie semantic and cognitive
properties of the models with more general findiogghe requirements for DW

modelling. This resulted in the more detailed ci@@s presented in Table 4.

The second stage concerned developing a grapbigadgentation using each one of
the models. To achieve consistency a DW requiresrspecification was defined (see
Appendices 1-4). The specification should be dedaginough so as to test the full
expressiveness of each one of the models, bubrdetailed that it became the object

of study in its own right.

Development of the graphical models had two beséfirstly, the act of using the
modelling notation facilitated a better considematof the nuances of the model, its
usability and any constraints. Secondly, it alloi@da more consistent approach to
the assessment of the cognitive properties of theehs. When constructing the

graphical representations | was careful to follaw precedents for layout and style
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(explicit and implicit) that might influence thenfil representation. The graphical
representation should as far as possible reflecgpirit within which the original
model was proposed. This did not mean that ex#iolysame set of diagrams was
developed for each of the models. Instead, the dost@nario was used to the extent
necessary to demonstrate the use of the modelswaiss This is consistent with the

approach taken by Gregersen and Jensen (1999).

The final stage concerned a second review of tees relating to the surveyed
models. With the benefit of a more detailed surwétgria and having spent time
working with the models | was able to complete larkview of their semantic and

cognitive properties (see Table 4).

6.2  Surveyed models - introduction and diagrams

6.2.1 Dimensional Fact Model (DFM)

The Dimensional Fact Model (Golfarelli et al., 199&s the earliest published paper
in the survey. The authors propose their conceptaalel as part of a broader method
for deriving a DW schema from operational data sesir It presents a custom
notation for representing facts, dimension levatgl hierarchies. In addition the
notation is capable of representing query pattanasshared dimensions across

multiple facts.
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Figure 1 Dimensional Fact Model - Billing fact anddimensions (custom notation)
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Figure 2 Dimensional Fact Model - Event fact and anensions (custom notation)
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6.2.2 Multidimensional Entity Relationship mode EfR)

The Multidimensional Entity Relationship model (&agt al., 1998) introduces three
new graphical constructs to the ER model (Cheng)L9hese specialisations of ER
constructs allow for the explicit representatiorfaafts, dimension levels, and the

strict and completeoll-up relationship that commonly feature in multidimemsl
hierarchies. The additional constraints imposetherextensions emphasise that this
model deliberately restricts rather than extendsettpressiveness of the more general

ER data modelling formalism.
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Figure 3 Multidimensional Entity Relationship Model (ME/R) - Billing, Deal Event fact, and
dimensions (EER)
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6.2.3 starER

starER (Tryfona et al., 1998) seeks to extend xipeessiveness of the standard ER
diagram. The model introduces a number of additigrephical constructs for
representing facts, dimensions, measures, andugargationship types. The authors
emphasise that the model can be used to represtninultidimensional and more

general data structures.
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Figure 4 starER - Billing fact and dimensions (EER)
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Figure 5 starER - Event fact and dimensions (EER)
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6.2.4 Data Warehouse Conceptual Data Model (DWCDM)

The Data Warehouse Conceptual Data Model (FrarmmhKamble, 2004a) proposes
two extensions to the ER model based on the coméeqggregated entities. The
authors claim that this notation, combined with skenantics of th&MD data model,
can be used to represent complex data structufesiag in DW. The related papers

are relatively brief in their consideration of htlve graphical model can be used to
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represent the DW schema as whole. However, thityatioilexplicate additional
meaning from existing data structures is a powexduicept and should be considered

in the field of DW.

The representations of the data model in Figure®(Below) do not attempt to
model the ‘Billing’ fact or ‘Project’ dimension agth the other examples. The
authors state this would be achieved using a stdriela notation and so might be
represented similarly to the enterprise data m¢s#d Appendix 4). Figure 6 shows
how the notation could be used to model the ‘Peréorce’ fact which is essentially a
consolidation of data derived from other facts dmdensions. Figure 7 shows how a
particular measure of the ‘Performance’ fact tabight be calculated from
aggregating the ‘Billing’ fact at the ‘Client’ leef the ‘Project’ dimension and the

‘Period’ level of the ‘Date’ dimension.

Figure 6 Data Warehouse Conceptual Data Model (DWCH) - Performance fact with custom

aggregation (EER)
Month

Timesheet Invoice Client

Employee Project

aggregation
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Figure 7 Data Warehouse Conceptual Data Model (DWCH) - Billings by client with period

custom aggregation (EER)
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6.2.5 Husemann

Husemann’s model (Husemann et al., 2000) usestarscustation to represent the
transformation of an operational data source intau#tidimensional model. The
authors’ emphasis is on the actual process of idgrihe multidimensional model

from that of its source systems. They claim thisast achieved through the analysis
of functional dependencies between fact measuresiiamnsions. The model defines
graphical constructs for facts, terminal levelsfelrsions and dimension levels as well

as three types of attributes.
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Figure 8 Husemann - Billing fact and dimensions (cstom notation)
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The GOLD model originated in work by Trujillo an@lBmar, (1998) and fully

developed in a thesis by Lujan-Mora (2005).

The conceptual model uses the UML language andatigre facility to define sub
classes of existing UML constructs. The model afi@ivect representation of facts,
dimensions, dimension attributes, and strict-antulete relationships used for
defining well-formed hierarchies. In addition torfmlly defining specialised
constructs, the authors also proposed custom tcoditferentiate the stereotypes

from their base classes.
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Figure 9 GOLD Level 1 - Star schema package dependey model (UML package with custom

icons)
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Figure 10 GOLD Level 2 - Billing fact package depetiency model (UML package with custom

icons)
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Figure 11 Project Dimension (extended UML class wlit custom notation)
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6.2.7 YAM

YAM? (Abello et al., 2006) is based on a very detadiedsideration of the semantic
properties of multidimensional modelling. The modefines three levels of
abstraction to control complexity. For each letled authors systematically explore

the set of valid constructs and the inter-relatigps between these constructs.

The authors extend UML by defining sub classegpoasent the necessary semantics
of the multidimensional model more explicitly. Iddition to considering facts,
dimensions, levels, and attributes, the model ialtsoduces the concepts of Cell and
Base constraints that allows for more flexible nitaaig of the relationship between

fact measures and dimension levels.

Figure 12 YAM? Upper Level - Star schema package dependency modektended UML
package/class)
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YAM? Intermediate Level - Billing fact dimensions (extaded UML package/class)

L
Specialism

Mime.

Recorded L
date Period

Financial L Financial L Financial L
Quarter Half Year Year

L L
Role Employee

AtomicDeal

AtomicEvent

Date -

AtomicBilling

‘ Month - }—<>{ Quarter L}—q Half Year™ }—q Year b
c

<<Base=> (Employee. Date, Project)

IProject Manager

q Project - }e

§

0.
0.1
1 [

Workype™

T
‘ CompanyL}—<>{ Sector LM Industry -

Company L
Group.

Figure 14 YAM? Lower Level - Dimension attribute level (extendedJML class)

selected levels at the lower level detail
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6.2.8 MultiDimER

Malinowski and Zimanyi (2004) first proposed the INDIMER model as part of a
detailed study into classification of hierarchiesrultidimensional modelling.
Malinowski and Zimanyi (2006), extends the modehiude temporal properties
The graphical notation combines elements from exjdormalisms. Relationships
types are similar to those used in ER modellingnéti box format, more commonly

found in UML class diagrams, represents entities.

Figure 15 MultiDimER - Billing fact and dimensions (EER)
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6.3  Survey Results

Table conventions

Explicit Property explicitly considered and supported

58

Implicit Property not explicitly considered but may be saurfgd by underlying

modelling language

Partial Property partially supported
N/A Property not considered and may not be supported
Excluded Property considered but judged outside the scbpgeeaonceptual

data modelling technique

Table 4 Data warehouse model survey results

Models DFM ME/R starER DWCDM Husemann GOLD YAM? MultiDimER
General
Style/notation Other ER ER ER Other UML UML ER/UML
Year first proposed 1998 1998 1999 1999 2000 2001 2002 2004
Type (DW Method or
Standalone Conceptual
Model) DW Method Standalone DW Method Standalone DW Method DW Method Standalone Standalone
Diagrams
Figure references 1,2 3 4,5 6,7 8 9,10, 11 12,13, 14 15

. Figure 12,
Billing Fact Figure 1 Figure 3 Figure 4 Figure 8 Figure 9, 10 13 Figure 15
Event Fact Figure 2 Figure 3 Figure 5 Figure 9 Figure 12
Deal Fact Figure 3 Figure 9 Figure 12
Performance Figure 9 Figure 12
Project Dimension Figure 1 Figure 3 Figure 8 Figure 11 Figure 13 Figure 15
IEE'\SQEIEFCI:ES DFM ME/R starER DWCDM Husemann GOLD YAM? MultiDimER
Facts
Measures Explicit Explicit Explicit Explicit Explicit Explicit Explicit Explicit
Derived measures N/A Excluded N/A Explicit N/A Explicit Explicit N/A
Dimensions
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Models DFM ME/R starER DWCDM Husemann GOLD YAM? MultiDimER

Derived dimensions (roll

playing) N/A N/A N/A Explicit N/A Explicit Explicit N/A

Levels Explicit Explicit Explicit Explicit Explicit Explicit Explicit Explicit

Attributes Explicit Explicit Explicit Explicit Explicit Explicit Explicit Explicit

Derived Levels N/A N/A N/A Explicit Explicit Explicit Explicit N/A

Hierarchies

Hierarchy properties

include: (leaf, root,

levels, path, path length)

Symmetric Explicit Explicit Explicit Explicit Explicit Explicit Explicit Explicit

Asymmetric Excluded Excluded N/A N/A Excluded N/A Excluded Explicit

Generalised N/A Implicit Explicit Implicit Explicit Explicit Partial Explicit

Non covering (ragged) Explicit Excluded Implicit Explicit Explicit Explicit Excluded Explicit

Non strict Excluded Excluded Explicit Implicit Excluded Explicit Explicit Explicit

Multiple (one analysis

criteriazmany non - . . . . - . L
. . Explicit Explicit Explicit Explicit Explicit Explicit Implicit Explicit

exclusive simply P P P P P P P P

hierarchies)

Alternative Explicit Explicit Explicit Explicit Partial Explicit Implicit Explicit

Relationships

Types

Aggregation Implicit Implicit Explicit Explicit Implicit Explicit Explicit N/A

Association Explicit Explicit Explicit Explicit Explicit Explicit Explicit Explicit

Derivation N/A N/A N/A N/A N/A Explicit Explicit N/A

Flow N/A N/A N/A N/A N/A Implicit Explicit N/A

Generalisation N/A Explicit Explicit Explicit Explicit Explicit Explicit Explicit

Membership/rolls-up up

(Directed Acyclic Graph) Explicit Explicit Explicit Explicit Explicit Explicit Explicit Explicit

Cardinality

Fact - Dimension LN LN M:N M:N 1M M:N M:N 1M

Level:level 1N 1N M:N M:N 1M M:N M:N M:N

Flexibility

Interchange of levels,

dimensions Explicit Explicit N/A Explicit N/A Implicit Implicit N/A

Interchange of levels

(dimensions) and facts

(summary attributes) N/A N/A Explicit Explicit N/A N/A Explicit N/A

Multi grain measures

within fact Explicit N/A N/A Explicit N/A Implicit Explicit Implicit

INTEGRATED !/ /| |

Constraints

Granularity Explicit Explicit Explicit Explicit Explicit Explicit Explicit Explicit

Data type N/A Implicit Implicit N/A N/A Implicit Implicit N/A

Application constraints N/A N/A N/A N/A N/A N/A Implicit N/A

Business rules N/A N/A N/A N/A N/A Explicit Implicit N/A

Aggregation constraints

Fully Additive Explicit Implicit Explicit Partial Explicit Explicit Explicit N/A
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Time classification

Measures (fact
attributes)

Lifespan
Valid time

Transaction time
Data warehouse load
time

Attributes
Lifespan
Valid time

Transaction time
Data warehouse load
time

Dimensions/level/entities
Lifespan
Valid time

Transaction time
Data warehouse load
time

Relationship cardinality
Snapshot

Lifespan

Valid time

Transaction time
Data warehouse load
time

TIME VARIANT

N/A
Implicit

Implicit

Implicit

N/A
N/A
N/A

N/A

N/A
N/A
N/A

N/A

Partial
N/A

N/A

N/A
Implicit

Implicit

Implicit

N/A
N/A
N/A

N/A

N/A
N/A
N/A

N/A

Explicit
N/A
N/A
N/A

N/A

Excluded
Explicit

Implicit

Implicit

Excluded
Excluded
Excluded

Excluded

Excluded
Excluded
Excluded

Excluded

Explicit
Excluded
Excluded
Excluded

Excluded

N/A
Implicit

Implicit

Implicit

N/A
N/A
N/A

N/A

N/A
N/A
N/A

N/A

Explicit
N/A
N/A
N/A

N/A

N/A
Implicit

Implicit

Implicit

N/A
N/A
N/A

N/A

N/A
N/A
N/A

N/A

Explicit
N/A
N/A
N/A

N/A

N/A
Implicit

Implicit

Implicit

N/A
N/A
N/A

N/A

N/A
N/A
N/A

N/A

Explicit
N/A
N/A
N/A

N/A

Models DFM ME/R starER DWCDM Husemann GOLD YAM? MultiDimER
Semi Additive Explicit N/A Partial Partial Explicit Explicit Explicit N/A
Non Additive Explicit N/A Explicit Partial Explicit Explicit Explicit N/A
Other calculation

constraints/expressions

Spreading (root to leaf

value allocation) N/A N/A N/A Implicit N/A N/A N/A N/A
Full measure-dimension

aggregation constraint

matrix N/A N/A N/A Implicit Explicit N/A Explicit N/A
Mapping from source

system Explicit Excluded N/A N/A Explicit N/A Partial
Multiple fact integration Explicit Explicit Partial Explicit N/A Explicit Explicit N/A
Ambiguity/Uncertainty

Constructs available in

model N/A N/A Excluded N/A N/A N/A N/A N/A
Mechanisms for

handling

Fuzzy constraints N/A N/A Partial N/A N/A N/A N/A N/A
Multi faced attributes N/A N/A N/A N/A N/A N/A Implicit N/A

Explicit
Implicit

Implicit

Implicit

N/A
N/A
N/A

N/A

Explicit
N/A
N/A

N/A

Explicit
Implicit
N/A
N/A

N/A

Explicit
Explicit
Explicit

Explicit

Explicit
Explicit
Explicit

Explicit

Explicit
Explicit
Explicit

Explicit

Explicit
Explicit
Explicit
Explicit

Explicit
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Models DFM ME/R starER DWCDM Husemann GOLD YAM? MultiDimER
Time lag N/A N/A Excluded N/A N/A N/A N/A Implicit
Sample Period N/A N/A Excluded N/A N/A N/A Explicit Implicit
Sample frequency N/A N/A Excluded N/A N/A N/A N/A N/A
Precision N/A N/A Excluded N/A N/A N/A Partial N/A
Volatility N/A N/A Partial N/A N/A N/A N/A Explicit
SSSIL\IIIE-II-?I\'I{II?ES DFM ME/R starER DWCDM Husemann GOLD YAM? MultiDimER
Specific guidance on

cognitive considerations No No No No No Yes Yes No
ANALYSIS

Decomposition

1:1 mapping

(concept:graphical

construct)

Star No No No No No Yes Yes No
Fact Yes Yes Yes No Yes Yes Yes (label) Yes
Fact measure Yes No Yes No Yes Yes Yes No
Dimension No No Partial Yes Partial Yes Yes (label) No
Level Yes Yes Yes Yes Yes Yes Yes (label) Yes
Hierarchy No No No No No No No No
Hierarchy analysis

criteria No No No No No No No Yes
Hierarchy classification

(Temporal, spatial,

organisational) No No No No No No No No
Level Attribute Yes No No No Yes Yes (label) Yes Yes
Relationships 1:1

mapping

(concept:construct)

Drill down / rollup

(representing a strict

complete relationship) Yes Yes Yes No Yes Yes Yes No
Constraints (constraint

type:graphical construct)

Aggregation of

measures Yes Excluded Yes Yes Excluded Yes Yes No
Optional properties No Yes No Yes No Yes Yes Yes
Supporting metaphors

(via established

diagrammatic

constructs) N/A Explicit Explicit Explicit N/A Explicit Explicit Partial
Abstraction

Number of graphical

abstraction levels 1 1 1 1 1 3 3 1
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Models DFM ME/R starER DWCDM Husemann GOLD YAM? MultiDimER

Count of other

supporting documents 1

Abstraction mechanisms

Role playing dimensions N/A N/A N/A N/A N/A Implicit Explicit N/A

Shared hierarchies N/A N/A N/A N/A N/A N/A N/A N/A

Shared dimensions Explicit Explicit N/A N/A Explicit Explicit

Shared levels (inter

dimension) N/A Explicit N/A N/A Excluded Explicit Explicit Explicit

Shared levels (intra

dimension) Explicit Explicit N/A N/A Explicit Explicit Explicit N/A

Multiple perspectives Partial N/A N/A Explicit N/A Explicit Explicit N/A

Layout

Implied default layout star star star network hierarchical hierarchical star/network | hierarchical

style (left to (top to (left to right)
right) bottom)

Label encapsulation No Yes Yes Yes Partial No Yes Yes

Likelihood of cross

edges Low High Medium Medium Low High High Low

Likelihood of bends in

edges Low High Medium Medium Low High High Medium

Emergent properties

Separation of subject

and context Yes Yes Yes No Yes Yes Yes Yes

Analysis Hierarchy Yes Yes Yes Yes No Yes Yes Yes

Dimension ordering No No No No Yes Yes No No

Dimension precedence

(in terms of owning a

level) No Yes No No Yes Yes Yes No

Level precedence No Yes No No Yes Yes No Yes

INFERENCE ‘ ‘ ‘

Interaction

Text and picture

integration

Integrated diagram key N/A N/A N/A N/A N/A N/A Explicit N/A

Explanatory text

mechanism N/A N/A N/A Implicit Implicit N/A

Graphical meta model N/A Explicit N/A N/A N/A Explicit Explicit Explicit

Integrated constraints N/A N/A Excluded Explicit Explicit N/A

Interaction and

reasoning

Query/aggregation

patterns Explicit Excluded N/A Explicit N/A N/A Explicit N/A

Use of colour/shading N/A N/A Yes N/A Explicit N/A N/A Explicit

Local schema

verification Explicit Excluded N/A N/A Excluded Explicit N/A

Different perspectives N/A N/A N/A Explicit N/A Explicit Explicit N/A
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Models DFM ME/R starER DWCDM | Husemann GOLD YAM? MultiDimER
OTHER 2 .
OBSERVATIONS DFM ME/R starER DWCDM Husemann GOLD YAM MultiDimER
Diagram preparation
Custom Custom Custom Custom

Basic ER ER Extended Basic Custom Complex
Custom symbols Shapes extensions | extensions ER Shapes Custom Icons UML Shapes
Graphical Construct
Count (excl Relationship 3 3 5 4 6 5 5 4
arcs)
Distinct graphical
relatlon_sh!p types (excl 3 3 4 3 2 4 5 6
text variations for
cardinality)
Other symbols and 2 o 6 6
keywords
Total constructs 8 6 9 7 8 15 10 16
Total constructs at given 8 6 9 . 8 10 4 16

level
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7. ANALYSIS AND DISCUSSION

7.1  Overview of survey results
The survey considered eight DW conceptual modedbl@'3, and 4bove.
| grouped the semantic and cognitive propertigbénsurvey as follows:
Semantic sub categories
* Subject-oriented- representing the domain in terms of facts, disi@ns,
hierarchies, and relationships in a flexible way
» Integrated - representing constraints and the impact of ohégration
» Time-variant 4+epresenting the temporal properties of the DW
Cognitive sub categories
» Decomposition the level of support for representing semantic eptewith
distinct graphical constructs
» Abstraction mechanismssupport for abstraction techniques that should
reduce the complexity of the models thereby inéngassability
» Layout- use of effective layout heuristics
* Inference -use of techniques to support making inferences ttermodel
Figures 1 and 2 show the relative support offeseddch model for the survey
categories. Ordering the models by first publicatiate helps to highlight any

evolutionary trends.
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Figure 16 Relative support for semantic propertiesn the survey
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Figure 17 Relative support for cognitive propertiesin the survey
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An analysis of the survey results led to the folloywbservations:

» Consensus in the need to support a subject-oriapesach to DW
modelling

* Increasing recognition in the later models fornleed to support temporal
properties and the effects of data integration

* Increasing awareness of the need for greater deusitigqn and abstraction

* Limited consideration of the impact of increasihg semantic richness of the
model on the layout and clarity of the resultinggtams

* Models are often strong in a particular categonyrfmusingle model has strong

support for all the categories

7.2 Format of survey results

When considering the semantic properties of tha daddels it was not always
possible to say without qualification whether thedal did support the particular
property or not. This is because the majority effodels are based on a generalised
data modelling formalism that may be able to supph@ requirement if so adapted.
However, because we are interested in the usabilifye modelling language, both
for developers and users, there is a need to gissh between the explicit definition

of a construct and the mere possibility of its usobn.

For the reasons outlined the properties were giypassessed using a five point scale
where ‘Explicit’ offers the strongest support, aNdA’ implies a lack of support.
Where it was possible to be more definitive aboptaperty existing then ‘Yes’
replaced ‘Explicit’ and meant the property was presand ‘No’ replaced ‘N/A’

meaning the property was not present.
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7.3  Semantic Properties

7.3.1 Subject-oriented - facts, dimensions, attebwand levels

There is consensus among the models on the ndmskit the data into facts and
dimensions. Where the models differ is in the lefedupport offered for derived
data. ME/R explicitly excludes derived measureshenbasis they belong to a
functional model and not a data model. Only DWCOBOLD and YAM explicitly

consider the need to support derived measure®iB¥ model.

The three models that explicitly support derivechmeges (DWCDM, GOLD, and
YAM ?) also support derived dimensions. The abilityachis depends upon having
an explicit graphical construct to represent a disien. Derivation relationships or
relationships edges with distinct descriptors repné the different roles a dimension
can play. The CCL domain scenario highlights thpartance this facility. Consider
that the ‘Employee’ plays a number of roles indhganisation: contributor of work

to projects; project manager; event organiser;emaht attendee. In models where no
derivation technique exists the levels associatéa ‘@mployee’ must be separately
represented along each dimension (Figure 1), opt®moins between dimensions

must be represented to show that the same da¢énig teferenced (Figure 3).

Four of the models support derived levels. An eXangpHusemann et al.(2000)
wherebalanceClasandturnOverClasdevels are derived from attributes in the
sources systems. Techniques like this emphasiséhth®W should not be a simple
re-representation of source systems. Where additsemantic information important
to decision making can be derived from the undegydata models, it should be

represented explicitly to increase understandirfaailitate new inferences.
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In contrast to the position taken by Sapia etl#198), in ME/R | take the view that
explicitly supporting derived data is crucial iD&/ data model. All the data in a DW
is effectively derived from one source or anoth&t during the extract, transform and
load (ETL) process there are likely to be a nundféransformations to present a
more business-oriented view of the data. The anpmahe ME/R model is that it
excludes derived measures but then includes I&kel®Day’, ‘Month’, and ‘Year’ in
the time dimension. These levels are derived fratata and would not normally be

defined as standalone entities.

7.3.2 Subject-oriented - hierarchies and relationships

The hierarchies have been analysed using a cnitenasimilar to that presented by
Malinowski and Zimanyi (2004). The ability to repesmit complex hierarchies
depends mainly on the restrictions placed on mighips between levels. Models that
permit the full range of cardinalities are capatfleepresenting most hierarchical
types identified in the paper. Earlier models tehtterestrict relationships to those
that could ensure strict-and-complete hierarchibsse hierarchies allow correct
additivity of fact measures for each level in therérchy. It is important to identify
where this behaviour exists; however, some commoadyrring organisational
hierarchies do not follow such strict rules. Laterdelling techniques have

acknowledged this.

Asymmetric hierarchies were the least supportegelgoay in the survey with some of
the models explicitly excluding them. MultiDimERmdenstrated an asymmetric
hierarchy but did not show how the resulting dime@msvould join to the fact. The
reasons for restricting the model to support oolyes hierarchies were generally

implementation specific or based on the assumptiana MD model need not
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support those types of hierarchies. However, aeginial DW model should not
exclude relationships that occur in a domain duenfementation concerns. On the
other hand, where complex hierarchical relatiorshie included there should be a
way of quickly identifying the type and implicati®f the hierarchy from the model.
In this respect, some of the earlier models may lzawvadvantage. By limiting the
valid relationship types and explicitly definingaghical constructs for these
relationships, models such as DFM and ME/R do aftmva clear representation of

the behaviour of hierarchies.

7.3.3 Subject-oriented - flexibility of the model

One problem with trying to model a DW based onabsumption that data can be
separated into dimensions and facts is that itrl#gpgery much on the perspective of
the modeller as to how a particular entity is afeext However, this does not mean
the approach is at fault. Any form of data modelluitimately leans towards an
exercise in categorisation to achieve a better nstaieding of the domain. In the CCL
domain scenario we can see that ‘Event’ can pleytrt a fact and be analysed using
a number of pre-existing dimensions. However, it &0 play the role of a
dimension as seen in the ‘Billing’ fact where ipisssible to analyse billings using the
‘Event’ level in the ‘Project’ dimension. Similaglg particular entity can play the role
of a dimension or a level. In the CCL ‘Billing’ famodel ‘Client’ is a level in the

‘Project’ dimension and a dimension in the ‘Eveatt model.

This leads to the conclusion that DW modelling @ns modelling the domain from
a number of perspectives. To this end the DW miggtechnique should
acknowledge the need for flexibility in the modetahe ability of data to assume

different roles depending on the context.
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The need for flexibility is acknowledged explicithy a number of the modelling
techniques although they adopt different approadhate DFM a dimension is
defined by the level connected to the fact. In Wy a level is implicitly capable of
becoming a dimension based on the granularityefibasures in the fact. In starER
the authors acknowledge that although they creatmeeptual distinction between
facts and dimensions there is nothing to prevemtibdel being used to represent a

given entity in both ways.

Flexibility can lead to additional complexity wheteere is an attempt to model the
complete DW schema. YAfuses derivation and association relationshipsioovs
that a dimension can be derived from a fact arattdan be a level in a dimension.
However even in a relatively simple scenario likBLGhis can generate a complex
network of interrelationships and dependenciesufieid.2). Similarly ME/R allows
the representation of multi fact schemas but doesl@scribe how the constructs
would be represented where an entity plays the i®oth fact and dimension
within the same schema. This ambiguity is illugdain Figure 3 where the
relationship between ‘Deal’ and ‘Project’ shouldibterpreted as being that ‘Deal’ is
a parent level of ‘Project’. Instead it is moreelk to be misinterpreted as ‘Project’

being a dimension of the ‘Deal’ fact.

7.3.4 Integrated - constraints

Granularity of a fact is a composite constrainbnporating a set of orthogonal
dimensions and the level at which a fact measurepisesented along each dimension.
In the majority of the models this is derived bysiglering the set of dimension levels

that are directly related to the fact. To give #ddal flexibility YAM ? introduces
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Cell andBaseconstructs that define the grain of a measure kefierence to a set of
levels from the dimensions associated with the fHgis allows for the definition of

derived measures at different levels of granulawithin the same fact.

Only GOLD explicitly considers the need to incluulesiness rules in the model.
GOLD also introduces the concept of Business Modeilssets of the overall DW
that model the domain from different perspectiveL® suggests additional
constraints be incorporated using the Object Caméttanguage (OCL). Both
GOLD and YAM allow the inclusion of constraints using OCL and Ubmments

notation.

Aggregation constraints are given varying levelsugiport by the different models.
DFM uses query patterns to show legal aggregatdnspacross multiple dimensions.
Husemann’s model defines the requirement for aitiaddl matrix showing the type
of operators that can be applied to each measoing @ach dimension. starER defines
three aggregation constraint types using a mod#tetbute notation. The approach
taken by Husemann is very comprehensive but hadishelvantage of not
incorporating any aggregation constraints intogtaphical model. starER graphical
notation is simple and easy to understand but magupport more complex

scenarios.

Although the models often consider it necessagxfmess how operators will act on
measures when traversing a dimensional hierarcimy feaf to root, none consider the
need to represent the reverse situation. It isinoommon in dimensional modelling
scenario to spread measures at a higher leveboltarity across instances of lower

level entities. If we extend the CCL scenario wglmisay that a fees budget is set at
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‘Office’ level and is then allocated to the instasof the ‘Group’ and then
‘Employee’ based on some expression. To calculaté Btidget achieved it is
necessary to spread the budget measure defin€eiré’ level and aggregate the
fees measure defined at (‘Project’, ‘Employee’elevhis concept is another
illustration of the blurred line that DW conceptuabdelling may assume between a

functional and a data model.

7.3.5 Source system integration

A method of implicitly introducing application afisiness rule constraints into the
conceptual model is to try and preserve some mggdpetween the conceptual DW
model and the data sources. This way the datantemmii the constraints of the source
systems. These systems may be better understdmasbyess users than an abstract
representation within the model itself. The auth@rME/R argue that such a
mapping is unnecessary because their model isrezgents driven rather than data
driven. However just because requirements have ést@blished independently of
sources systems does not preclude a represenvétimw these requirements will be
fulfilled in relation to the source data. DFM anddé¢mann incorporate an explicit
technique for deriving DW schema from source systddowever none of the models
consider the possibility of representing some fofrmapping to the source system in

the final DW model as a means of defining impla@nstraints.

One of the benefits of a DW environment is theighib combine measures from
different business processes across common dinmendgtor this reason, integration
of heterogeneous facts in DW conceptual model shbelgiven explicit

consideration.
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starER gives some support by representing aggregfaiteutes in entities not
explicitly defined as facts. DFM supports fact gregtion using schema overlap facts.
GOLD and YAM partition the DW conceptual model into three lsvéit the higher
level of abstraction, they define mechanisms fdindgg how different facts can share

common dimensions. Husemann and MultiDimER do posier fact integration.

Only starER considers the need for a DW modellggiphique to allow for
uncertainty in the data. The authors of starEReatgat probability can be added to
the diagram where the uncertainty relates to tisence or not of particular

constructs.

YAM ? may be capable of incorporating ambiguity in hateds represented. The use

of derivation allows for a given entity to be reggated from multiple perspectives.

7.3.6 Time-variant

The work by Malinowski and Zimanyi (2006) highligtthe deficiencies of the other
models when representing the temporal properti¢issoDW. All the models support
the inclusion of a time dimension related to the fable which allows fact-attributes
to be analysed over time. In addition, YAMcludes the flow relationship to show
lifespan of the facts and their evolution. starEfects the need to represent temporal
attributes of the model stating that this is log@mansideration. This seems too
generalised a statement. The logical design leveséd to decide how things will be
represented but it is first necessary to model wikatls to be represented. Without
due consideration to the temporal properties ot at the conceptual level there

will be no way of knowing what needs to be représeiat the logical level.
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The CCL scenario provides a good example of therevités necessary to consider
the temporal properties of dimension data. In mbghe models the relationship
between ‘Employee’ and ‘Role’ is represented astoamany because at a given
point in time each ‘Employee’ has one ‘Role’ anauenber of ‘Employees’ may have
the same ‘Role’. However, an ‘Employee’ can chamdes over time and users of the
DW will need to know whether this change is capdusg the DW. If a history of
relationships between entities is not captured twe then users of the DW will only
be able to analyse historical measures againsiutient relationships. In the
MultiDImER model a second relationship is definetvieeen temporal levels that
defines the cardinality of the relationship ovendi From this, it can be ascertained

that an employee’s role history is captured.

The MultiDimER model gives a detailed considerawdthe temporal properties of
all the main constructs used in data modelling 0f.OThis is consistent with the
Inmon’s philosophy (Inmon, 1996) that an elemenrtiraoé should be attached to all
data in the DW. It is also necessary if the congalphodel is to capture the
requirements for implementation strategies sudkiemball’s slowly changing

dimension (SCD) technique to capture temporal ptaseof dimensions.
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7.4  Cognitive properties

Only YAM? and GOLD consider cognitive properties of theirlo Both techniques
define three levels of abstraction with the aincarfitrolling complexity and

facilitating understanding.

7.4.1 Decomposition

The UML based models (YARand GOLD) use the package construct to represent
star and dimension concepts. These concepts aréngplicit in the other models. Al
the models except DWCDM define an explicit condtfac a fact. However, DFM,
ME/R, and MultiDimER have no one-to-one mappinghsen the dimension concept
and a graphical construct. starER uses colour sgadishow the boundaries of
dimensions and Husemann uses shading to implyhbaerminal dimension level

represents a dimension.

Given the importance of hierarchies in understagtie semantics of a domain it is
surprising that none of the models offers a cosstaucapture and encapsulate a
hierarchy. The result is that a good opportunityettuce complexity is missed. The
figures in Chapter 6 illustrate that hierarchidatiag to time, geographic location,
and organisational structure reoccur in a numberthiogonal dimensions. Often we
see duplication of the entire hierarchical withidiagram. GOLD and ME/R reuse
levels in different dimensions. This approach ks problems. Firstly, in the case of
ME/R (Figure 3) it leads to many crossed edgestlhisdiecreases the readability of
the diagram. Secondly, it introduces the emergdatence that a particular level
belongs to one dimension over another. It does®®in correct to say that ‘City’

belongs to the ‘Employee’ dimension and is beingdwed by the ‘Project’
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dimension. MultiDImER goes some way towards a smuby introducing an
analysis criteria construct represented by a rodimeetangle. This promotes reuse of
levels within a dimension hierarchy. However, It &orts of encapsulating common

hierarchies so that they can be reused intra aaddmensions and fact schemas.

7.4.2 Abstraction
Only YAM? and GOLD explicitly define different levels of atzction as part of the
modelling technique. No guidance is given in tHeeoimodels about how to handle

complexity.

The need for an abstraction mechanism can be seeonisidering the figures in
Chapter 6. The CCL scenario is relatively simpspeeially with respect to the
number of attributes. Despite this, it was oftepassible to represent all the
attributes of each level without the diagram becgmncomprehensible.
Semantically rich models like MultiDimER are mostiak of becoming difficult to
reason with. It is necessary to enlarge Figureols3 paper size before the whole
diagram is readable. When we consider that thissisfor a single fact schema then it
is clear that there is an issue of scalability.rEwéth an abstraction mechanism in
place the authors of YARcomment that they have excluded some details fhein

example diagrams to avoid complexity (Abello et 2006).

Leaving decisions of abstraction and representatidghe modeller may provide the
most flexible approach but it also increases tlgnitive load on that person. Without
explicit guidelines the layout of diagrams are ldssy to be consistent. This

increases the cognitive load on the consumers akie to make their own inferences.
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The possibility of modelling the same data from tiplg perspectives is partially
considered by DFM using the schema-overlappingtiootaGOLD proposes
Business Models as a mechanism for defining diffeperspectives of the same data.

YAM ? handles this through derivation mechanisms.

7.4.3 Layout

The variation of layout styles used by the modaslights the need to define the
inferences that should be promoted through grapmodelling of the DW. Kimball
(Kimball and Ross, 2002) argues that business disershe concept of the
dimensions unfolding around a central fact int@tiVhis may explain the preference
for a star layout in the some of the earlier cote&lpmodels. The star layout gives
prominence to the fact and therefore supportsifezence of separation of contextual

data from business process measures data.

However, the star layout is less appealing wheressmting hierarchies. Figures 1-5
reflect the suggested layout of their respectivel@oby having hierarchies moving
out in all directions from the fact. A hierarchydsfined inDictionary.comas any
system of persons or things ranked one above andthe definition implies the
properties of order and direction. These propegtiesnot emphasised by a layout that
allows hierarchies to be represented in multipteadions. It is interesting to contrast
these diagrams with the Husemann model in Figutiéd8.consistent layout of each

of the dimensions and associated hierarchies seisudt more readable representation.

Following this logic, the GOLD methodology usesagpropriate mix of layout
techniques. At a higher level of abstraction thmatsions unfold around the fact in a

star like pattern (Figure 9). At the lower levelatistraction, where hierarchies are
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represented (Figure 11), the layout assumes artiecal and directional layout style
moving from top to bottom. Given that the instancka strict and complete hierarchy
form a tree structure this lends further suppareftop-to-bottom layout, with the

most granular leaf level at the head of the pagetla@ root level at the foot.

Another area of disparity between the models corscethether labels are enclosed
within the shape representing the concept. Frono@efters perspective it was more
difficult to avoid ambiguity in the model where &b were not encapsulated.
Examples of this can be seen in Figures 1, 4 an@adeful placement of the labels is

necessary to avoid them being mistakenly relateohtdher construct.

Crossed and bent edges were a hazard for all tdelsthat attempted to show more
complex intra/inter relationships between dimensjalimension levels, and facts.
DFM avoids crossed edges by restricting the reptatien of star schemas to
relatively simple acyclic graphs. However, thisighe expense of representing the
realities of complex enterprise data. Where a morsprehensive representation is
attempted (YAM, ME/R) the result is a network of inter-relatiofpshthat tends to
reduce readability. The only way to avoid crossdges but also represent all the
necessary relationship is to have multiple perspexf the same data each

emphasising different semantic properties.

7.4.4 Interaction

To interact effectively with a representation tleasumer must first understand what
is being represented. In a departure from my sunvieyto follow all layout
precedents, | have included a legend with eachefigures in Chapter 6 to facilitate

reader understanding. However only YARttually includes a legend along side each
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graphical model it presents. The other models defie constructs at various points
during the article and then force the reader t@cettheir steps when they come to
examine the sample diagrams. This does not seté gecedent for modellers who
will be presenting their graphical models to usen® are generally unfamiliar with

data modelling notations.

A graphical metamodel can also facilitate inte@tivith a diagram by allowing a
more technical user to quickly assimilate how thestructs are derived and inter-
relate. A graphical metamodel is included in the/RIESOLD, YAM? and

MultiDImER techniques.

The models have very different approaches to tberporation of query patterns and
aggregation patterns as part of the conceptual mGdeone hand ME/R excludes
them completely stating that they are part of afiemal model. In contrast the
DWCDM is defined with the explicit purpose of repeating custom aggregations.
DFM uses query patterns to augment the model wghllaggregations. This
mechanism also allows for the definition of aggteEmaconstraints. YAM similarly
allows the representation of interesting aggregatend aggregation constraints in

the lower level of the model.

7.4.5 Other diagrammatic properties

Little use is made of colour and shading in the eidHowever where shading is
used it proves to be quite effective. In starERy(Fes 4 & 5) the yellow shading
brings clarity to the star structure by showingbbendaries of the different
dimensions and how they are separated from eaeh. Gthis effect can be contrasted

with a ME/R (Figure 3) where no shading is appliets more difficult to distinguish
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the dimensions in this diagram despite very sinttarstructs and modelling style to
starER. In Husemann (Figure 8) and MultiDimER (Feg5) the use of shading adds

emphasis and supports the decomposition of the Ififagleoncepts.

Some of the models include a method for derivirgghV conceptual model from the
underlying source systems. This has the advantaaceability back to source
systems. The DFM includes such a methodology. 3tmsild allow a more informed
verification of the final DW model by allowing theser to compare it to the original

source system models.

7.5 Conclusions
DW modelling can be seen as a specialisation @f aetdelling (Abello et al., 2006).
More general data modelling concepts like entiied attributes are further

decomposed to add additional meaning to the repiasen.

Although DW modelling can be seen as a speciabisaif data modelling, it may still
be necessary to extend the expressiveness of a fginalism, if it does not give

appropriate constructs to represent the core cenaepW.

The basic philosophy of the DW approach is thegiratton of subject-oriented data in
such a way that it can be analysed over time. A &@Wceptual modelling technique
should therefore be able to model the level of supjpat the implementation will
have for these core concepts. In this way consuofdte DW data can make

informed decisions about how to use the DW.
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Existing DW data models are relatively strong ieitlability to model data in a
subject-oriented way. By introducing additionakpecialised constructs for facts,
dimensions, and levels, they are generally abiefgcesent data from a more
analytical perspective. This supports the DW ral@a@ata source for management

decisions.

The data models in the survey were not as strongoidelling the realities of data
integration in the DW environment. It is almostuitable that not all the data will
integrated perfectly due to differences in impletaéon date, constraints and

business rules, and temporal support.

In traditional database and application desigis, @ften possible to give a clear
separation between the data model on one handharaperations on that data as
represented in the functional model on the otlmea DW this distinction is not so
clear because the data that enters the DW haslalbegen processed by the source
systems. We import both a data structure and Hatag the result of the functions of
the source systems. For this reason, DW conceptodél should be capable of
defining this behaviour in terms of constraintdisat DW users can understand the
meaning of the data. This can be achieved eitheiefiping those constraints in the
final model or by a clear mapping from the DW moiethe source systems such that

constraints can be inferred by association.

Integration and transformation of data also pres#re opportunity to represent
existing data and relationships more naturally iatrdduce new data and
relationships. Models that explicitly restrict tn@delling of derived data place a

heavier cognitive load on users who will effectwbhve to do some of the
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integration themselves. Fortunately, this has lseeagnised in a number of data

models in the survey.

With the exception of MultiDimER, the data modelsrevrelatively weak in
modelling the temporal properties of the DW. A D§\aitemporal database but the
majority of the models only include explicit tempbsupport for the modelling of fact

measures.

The models gave very limited consideration to ctigmiprinciples when presenting
example diagrams. Two of the models in the sunfigr an abstraction mechanism
but none of the models explicitly discusses why thave chosen a certain layout

style over another.

The semantic requirements of the DW reveal thegntaggs of a DW that can be
represented more effectively using a graphicaltrata
* Decomposition of the domain into analysis critédisnensions) and business
process or events (facts)

* Representation of hierarchical structures withendiata

The models generally use decomposition to septaet@nd dimension data.
However, though some of the articles acknowledgesttistence of generic and
recurring hierarchies, they miss the opportunityntmdel hierarchies as a separate
construct. This would have the benefit of simphfyithe resulting models by reducing
the number of shapes in the diagram. It would alkav the construct to be labelled

with properties specific to the hierarchy.
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Although the data models do not incorporate manyefsemantic properties
identified by the survey, the figures in Chaptefenonstrate that the diagrams can
become quite complex even with a simple domainagenThe models that did
incorporate abstraction mechanisms focused onseptieg the DW at different

levels of detail. There is arguably a case foresenting multiple perspectives at each
level of detail so as to emphasise different prigerather than trying to incorporate

everything into a single diagram.

Whilst proponents of existing models may argue thatmodeller has the choice to
include or exclude certain properties when usirgr tmodel, this assumes the
modeller will have the time to consider the abgtoas that will be most effective and

which properties to group together.

Data modellers may find it more helpful to be giveset of DW model templates that
incorporate guidance on layout, content and petsjged hey can then choose which
of these templates are appropriate for their pagrcscenario. Similar to design
patterns used in object-oriented design, the teteplaould represent an abstraction
that gives the modeller a well thought out solutiom particular problem, but without

introducing implementation specific detail.

7.6 Limitations of the survey

The survey results rely predominately on my persohservations so there is always
the chance that a construct may be misinterpratedoint missed. The act of
creating a diagrammatic representation of the Cé&&nario for each of the models

was the best way to minimise this risk. This foreemore rigorous consideration of
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the nuances of each model. | also studied eacteaini detail several times before

and after the modelling exercise with the aim efitfying any previous omissions.

Although the survey assesses the data models aggmedefined set of criteria it is
difficult to derive a robust quantitative indicatiof which is the best model. It is
possible to produce a count for each model of threlrer of properties supported.
Although this may be legitimate within a surveyegary it is less justifiable for the

survey as a whole because it assumes that alftipeies are of equal weight.

The domain scenario is another potential sourdeasf The CCL scenario was
designed to encapsulate the main themes of integratnalysis and temporal
properties. However, it might by chance happemiplesise the positive attributes of

one model over another.

Despite these limitations, | would argue that isvea appropriate mechanism for
assessing the models at this time; DW modellirggiisa relative immature field. The
variations of modelling styles, notations, propestilayout and emphasis revealed by
the survey suggest that more high-level work isimegl in this area to define or at

least narrow the DW problem space.
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8. DATA WAREHOUSE CONCEPTUAL MODEL WITH EXPLICIT
DIAGRAMMATIC CONVENTIONS

8.1 DWGraph — A data warehouse graphical conceptuahodel

DWGraph is a set of templates with a new custorplgcal notation. The underlying

semantics are based on the ER model but the notatttudes additional constructs

that allow a closer representation of the problemain.

Each template includes a number of shaded reghaigjive the modeller explicit
guidance on where to place objects. Using the tatep| the modeller is able to
represent the DW from multiple perspectives. Eamisective uses a layout that
results in a readable representation that, whgrepgate, facilitates grouping of
common objects, hierarchical structures, and miahips between constructs. The set
of templates presented below should be capableodeiting most of the semantic
properties of the DW. However, this does not meam templates cannot be added to

include new perspectives if this was required fpadicular implementation.

DW development is generally an iterative proces® fEmplates are presented in the
order they might first be used within a given itema. Section 8.2 considers each

template and how it contributes to a complete D\wceptual model.

8.2 DWGraph templates
After DW requirements have been established tedtep is to identify relevant data
sources and the high level constraints on thogemss Figure 18 (below) models the

relationship between the data sources and DW mjhalével of abstraction.



86

Figure 18 DWGraph - System Perspective

Figure 19 DWGraph - Entity Perspective
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Having identified the source systems and their féglel constraints, it is necessary to
consider each of the entities in the problem donmadgtetail. The four regions of the
template in Figure 19 show the relationship betwéerentity, its attributes, and the
source systems that will supply the data. An emtétly be a candidate for a fact,
dimension level, or both depending upon the progedf its attributes. A new level
can be derived from an attribute if the attribigsuames a discrete set of values. An
attribute value for an entity may change over tifitee temporal relationships
between the entity, source system and attributareaafel this behaviour. An attribute
can be a candidate for a fact measure and cortst@irthese attributes can be

modelled in the lower shaded section.

When all the entities identified in the domain héseen modelled using the template
in Figure 19 (above) it will be possible to constra high level ER diagram. Figure
20 (below) represents the enterprise data modeirehates the entities modelled in
the previous steps. This perspective allows a ¢aba of the enterprise data that is
used to identify the relationship between facts)adision levels and potential analysis

hierarchies.

Figure 21 (below) shows the template for the h@raperspective. The first step is to
define any generic hierarchies that recur in tredyas of the enterprise. By
encapsulating common hierarchies like Day-Month+Y Bepartment—Office—
Region, or City—State—Country, the model reducestmplexity of the analysis
perspectives of the DW (see Figures 22 and 23)ingadentified generic hierarchies
these can be used to construct user defined heeardierarchies can include levels,

generic hierarchies and nested user defined higesi.c



88

Figure 20 DWGraph - Enterprise Data Model Perspectie

Figure 21 DWGraph - Hierarchy Perspective
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Figure 22 DWGraph - Fact Perspective

Figure 23 DWGraph - Fact Integration Perspective
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Figures 22 and 23 (above) are the templates faeptang user centric analysis views
of the organisation. These templates combine ttteefatities identified in the entity
perspective (Figure 19), with the analysis hiereesidentified in enterprise
perspective (Figure 20) and modelled in the hiénaperspective (Figure 21). This
allows the DW to be modelled from multiple analysésspectives. The template in
Figure 22 deals with modelling the valid analysissingle fact. The template in
Figure 23 demonstrates the notation for combinaugsfthat share common
dimensions. In addition this template allows fag gxplicit modelling of new

measures derived from the integrated facts.

8.3 Future work

DWGraph technique is currently untested in a DWemb A detailed real-world case
study would be a valuable method for evaluatingetiectiveness of DWGraph. It
would also be useful to perform comparative test®@/Graph against the other DW

models to see whether DWGraph did have any berfefitssers’ understanding.

ER model semantics underlies the DWGraph. HowdY&fGraph as a stand-alone
modelling technique lacks a formal algebra. Thekieal notation should be

compatible with an existing algebra but more warkeiquired in this area.

Ultimately, no DW modelling technique can claimesffiveness until it is used on real
projects, by real developers, and accepted bybresahess users charged with making

management decisions.
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APPENDICES

1 Domain scenario

Computer Consultants Ltd (CCL) is a medium sizdtivsoe consultancy firm. In
recent times they have grown rapidly both integnafid by acquisition. The firm now
finds itself with an array of software systems edekigned to meet various

requirements of the firm but collectively not wieltegrated.

CCL decided to build a DW. This allowed them tceegriate data relevant to reporting
and analysis without having to replace or modifyttagir existing systems. The data
in question resides in four different systems: &ysfime that records time and
billing information on projects; System HR thatoedts details of firm employees;
System CRM that records marketing activity andntl@etails; and System Stock

Exchange that gives further details of clients.



2 Domain source system data models

2.1  System Time data model

Figure 24 CCL Scenario - System Time

System Time - Live Date: 01 Dec 2001

; Invoice
BilledOn
-Number
-Fees
0.1 -Hours *
* -InvoiceDate
Timesheet Project
-Hours RecordedAgainst -Name Instructs Client
-ChargeRate -Estimate N
-Value -Worktype o
-BillingStatus B 1 -ClientContact 1.% éiﬂ;:;s
-DateOfWork -StartDate
-DateSubmitted -EndDate
Posts 1 Employee Project Manages
-Name
-ChargeRate 1 T
System Time is used by the consultants

to record the work on projects for CCL's

clients. For each client one or more projects

will have been set up. The consultants

allocate time sheets to these projects to

reflect the work they have performed on the projects.
The time that is recorded to the project

may be billed to the client. In such cases

an invoice is raised and the time is

allocated to the invoice. If the time

cannot be charged to the client then it is

written off.

2.2  System CRM data model

Figure 25 CCL Scenario - System CRM
System CRM - Live Date: 01 Jan 2004

CompanyGroup

-Name
-DateOfFormation
-LastModifiedDate

Includes  |-Type

With
T
Contact
Compan
pany -Name
WorksFor |-IsClient Deal
-IsClient -Title —
-Name -PhoneNumber E:t?r?ggg{]/alue
-CompanyAddress 1+ -Email _DateOfDeal
-EffectiveDate -ContactAddress
-ExpiryDare -EffectiveDate
-ExpiryDat
xpiryDate 0.1
1 Attend&roject Manages
. 1
TarggtedAt
9 Event LeadsTo
-Name
-Type
* -DateOfEvent 1
-Cost

System CRM records

Contacts and

Companies that CCL deal with and
work for. It records Events organised
by CCL and any Deals that occur as

aresult of an Event.

Employees are recorded as Contacts.
Only Events organised by employees
of CCL are recorded in the database.

92
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2.3  System HR data model

Figure 26 CCL Scenario - System HR
System HR - Live Date: 01 Apr 2003

Employee
ali -Id
Specialism FirstName + BelongsTo 1 P
-Specialisation . -Sumname Department LocatedIn
N QualifiedIn
-Requirements -Role Name -Name
-EffectiveDate ChargeRate _Budget Budget
-ExpiryDate -CostRate 1 Manages 0..1|_EffectiveDate -Address
" -YearsExperience _ExpiryDate * 1 -EffectiveDate
-HireDate piry -ExpiryDate
-TerminationDate
-EffectiveDate
-ExpiryDate

System HR records Employees

of the firm and a history of their
employment. The history includes

the departments they have worked

for, the jobs they have in, and the
certification levels they have completed

2.4 System Stock Exchange data model

Figure 27 CCL scenario - System Stock Exchange
System Stock Exchange - Live Date: 01 Jan 2005

Company Sector Industry
-Name -Code Partof -Code
-StockExchangeCode BelongsTo -Name 2 -Name
-LastUpdateDate -Outlook -Outlook
-MarketCapitalisation -LastUpdate -LastUpdate

Since January 2005 CCL has subscribed to an
online database holding various details

about all the public listed companies in
various countries. This is refreshed daily

and can be downloaded by subscribers.

3 Domain scenario data warehouse requirements

The DW is required to track performance of clieetsployees, and the firm’s
marketing strategy. By integrating data from thairious systems they hope to gain a
better insight into where there revenue is comioghf which employees are

generating new business and working on successijgqts.
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The events they are particularly interested inkirecare billings, staff turnover, and
marketing events. They wish to be able to analysse events from a number of

different perspectives including client, employesject, and over time.

4 Data warehouse scenario enterprise data model

Figure 28 CCL scenario - Enterprise data model
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